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The topology of the electrostatic potentia{r) has been studied for single molecules using geometries and
electron distributiong(r) determined from high-resolution single-crystal X-ray diffraction data. The electrostatic
potential gradien¥¢(r), which is the negative of the electric fieltl= — Vg, has been represented, revealing

the position of zero-flux surfaces and critical points. Local maxima and minima of the electrostatic potential
are interpreted in terms of electrophilic and nucleophilic sites, which present influence zones delimited by
zero-flux surfaces containing saddle points. The influence zones of the nucleophilic and electrophilic sites
define two alternative partitions of the space in disjoint volumes, the completeness of these partitions depending
on either the neutral or ionic character of the molecule. The results obtained by using this methodology are
useful for the interpretation of the saddle points of the electrostatic potential, which are related to the limits
of the influence zones and reveal the path for preferred attack on reactive sites with finite influence zones.

1. Introduction points outside the bonding regioHsi! most of them without a
. . . . clear interpretation, a feature not observed in the topology of
The molecular electrostatic potentidly(r) is extensively o(r)
used in the analysis of the molecular reactivity, as it allows the -I-'he zero-flux surfaceS of a scalar field:(r) are defined as
identification of the nucleophilic and electrophilic regions of o et of points holding
the molecule. The topological analysis ¢f(r) has been
developed in order to exploit the information contained on this Vo(r):n(r)=0, OreS 1)
scalar field, following a procedure similar to that developed for ] ) ) ]
the electron density distributiop(r) on the framework of the ~ Wheren(r) is the unit vector perpendicular &atr. Again, the
Atoms in Molecules (AIM) theory,which has been successfully ~ interpretation of zero-flux surfaces is far less elaborated for
applied to the study of many types of interatomic interactions. #(r) than for p(r), for which they correspond to a quantum
Topological analysis of a scalar field a&) or ¢(r) relies mechanics-based partition of the space, leading to the atomic
on the calculation of its gradient, from which features such as vglumesd. tl,n the analy;%sm(;,f)(r)k,] zero-fltIJx sqr_face? ﬁre also
the critical points, which are associated to local extrema and to OPserved between atorms,"but the actual partition of the space
saddle points, can be found. In the analysiso@, all these in vqumgs is dn‘fergnt from that of the electron densllty.
points are associated to chemical concepts such as bonds ofharacteristic ofy(r) is also the surface completely enclosing

fings, whereas in the electrostatic potentié) an interpretation € molecule when it presents a negative chatgeis kind of

has been provided only in some cases. For example locaiSurface has been proposed as the molecular border in the case
) ’ i 15

minima are related to local concentrations of electrons, such as®f nions: , . . o .

lone pairs or double bonds, and saddle points between covalently In order to deepen in the |nterprete_1t|on of the Cr't'c"?“ points

bonded atoms define an equivalent to the bond critical point of a"d zero-flux surfaces af(r), the gradient of this quantity has

p(r) in the ¢(r) topology# Further interpretation is obtained been. represented for .several molecules_and ions. This has
from the correlation of the position of the critical point or the permitted the visualization of these topological features and has

values of local properties on it with properties of the system. ena_lb_le e>_<p|o_ratipn of both the relationship; b_etween_ them and
Thus, the position of the local minima associated to lone pairs their implication in the molecular electrostatic interaction. Most

and the value of(r) at this point has been related to the strength of the analysis has been performed b){ comparison with the well-
of hydrogen bond&?¢ and the position of the(r) bond critical known topology of the electron density, an approach yet used

point has been used to determine the relative electronegativitiesfor the_ analysi_s of the_ electrc_)static p_ote_nfiaoth the_elec-
and the radii of atom&:® The interpretation of the topological trosta_tlc potentlal and !ts gradient, which is the negative of _the
properties has been much more elaboratedp{o} than for electric field, are physical observables that can be determined
@(r) due to the development of the AIM theory for the former. by high-resolution X-ray diffractiod® This can be done by

Moreover,g(r) on molecules presents a large diversity of critical fitting these quantities against the experimental structure fact_ors,
or, more commonly, via the experimental electron density,

. P . previously obtained by a fit against the same structure faétors.
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Figure 1. ORTEP views of the molecular units of (a) GD, (b) LAP, (c) LHP, (d) phosphoric acid, and (e) BTDMTTRNQ.

molecules (i.e., single molecules exhibiting the same electron harmonic functions in real fornR, andPy,.. are the multipolar
density distribution as observed in the crystal). The studied population parameters, ardand«’' are expansion/contraction
systems have been taken from several previously publishedcoefficients. Similar expansions fgi(r) and for the components

electron density studies:
(GD),!8 the L-argininium phosphate monohydrate (LAP}he
L-histidinium phosphate phosphoric acid (LHP)he phosphoric
acid?! and the bis(thiodimethylene}etrathiafulvalene tetra-
cyanoquinodimethane (BTDMTTFFTCNQ)2? The ORTEP
views?® of the molecular units of these crystals are shown in
Figure 1.

2. Methodology

All the electron distributions used for the calculationgdf)
and its gradient were defined in terms of the Hars€pnppens
multipolar modeB* where the total electron density is given

the glycyl-aspartic acid dihydrate of its gradient can be obtained from the terms of the multipolar

expansions obtained for the atomic densitfes.

As the topological analysis of the electrostatic potential is
not available in the common software used for the analysis of
the experimental electron density, a new program was developed
for the calculation of thep(r) gradient by modifying a self-
developed program for the topological analysis of the experi-
mental electron density, completely written by ourselves in
programming languag€. The quality of our code was tested
by comparingg(r) and the topology op(r) calculated from
our program with the results obtained from other softwa?és.

In the following figures, bidimensional representations of the

by the superposition of atomic densities, each of them repre- gradient, are obtained by projecting the gradient vector on the
sented by a multipolar expansion centered at the atomic position:represented plane. Gradient lines obtained in this way do not

pat(r) = pCOI’E(r) +
Imax |

PvKgpval(Kr) + ; ZD K'sRnI(K'r) leiylmi(9!¢) (2)

where pcordr) and pyal(r) respectively represent the free atom
core- and the valence-shell electron density distributi®hs.
(r) is a Slater-type radial function, angh+(0,¢) are spherical

correspond to the tridimensional field, but provide a well-
adapted visualization of the intersection of the zero-flux surfaces
with the plane, appearing as lines not crossed by any field line.
The projections of the critical points on the planes appear as
points where gradient lines converge or diverge. In the bidi-
mensional maps, local extrema appear always as points where
the gradient lines converge, while for saddle points both
behaviors can be observed, depending on the chosen plane.
Moreover, critical points that are far from the planes are
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projected on them, thus making the interpretation more difficult. = The more complex asymptotic behavior @fr) requires a
In some cases, a representation of the scalar field or its gradienimore general form of the Poincarélopf relationship, which
on a perpendicular plane is useful for the characterization of a relates the number of the four types of critical points. &),
particular point. this relationship ig?

3. Results and Discussion Ns—N,;+N;—Ns=n_,—nN_ (5)

3.1. The Critical Points of the Electrostatic Potential.The
topological analysis of any scalar field is based on the
application of the gradient and Laplacian to this field. In the
case of the electrostatic potential, these operators have a cle
physical significanceNVg(r) is the negative of the electric field,
while V2¢(r) is related to the charge density by Poisson’s
equation:

wherens is the number of critical points with signatug and
n+ and n- stand for the number of asymptotic maxima and
minima. The latter correspond to the regions of solid angle
a\r/\/hereqa(r) is going asymptotically to zero from positive and
negative values, respectively. The Poiriedr®pf relationship
for p(r) corresponds to the particular case= 1 andn- = 0.
3.2. Space Partition from the Electric Field.As seen in
) the topological analysis gi(r), most of thep(r) gradient lines
Vop(r) = 4n(p(r) — z Zo(r — R)) ) start and end at critical points, the rest having one of their
J extremes at infinity. The set of gradient lin®p(r) starting at
a nuclear position, which corresponds to a tridimensional
whereZ; and R are respectively the atomic number and the attractor ofp(r) and therefore to a (3;3) critical point, defines

position of thej-nucleus and(r) is the Dirac delta. a volume limited by a zero-flux surfacg, associated to the
The electric field shows the position of the critical points, as  atom3! Atomic volumes are thus called atomic basipb@sins).
these are the points holding the equation: Other kind of basins¢{-basins) are obtained frop(r). In this
case, they correspond to the volumes covered by the sets of
Vo(r)=0 4) electric field lines starting at the same nuclear positions and

limited by zero-flux surfaceS,. Thus, the boundaries of tie
The eigenvalues of the Hessian matrix at these points areand ¢-basins are the zero-flux surfac8sandS;, which hold
the curvatures of the electrostatic potential. According to eq 1 and are not crossed by any gradient field line.
Poisson’s equation and to the conditiofr) > 0, the sum of The shape and size of tlee andp-basins are very different.
the curvatures must be positive outside the nuclear positions.For example, negatively charged atoms exhjbibasins com-
Critical points are classified according to a pair of numbers pletely enclosed by zero-flux surfaces, even if they are situated

(R, S derived from the curvatures: the raRks the number of in the periphery of the pseudo-isolated molecule, a feature not
nonzero curvatures, while the signat@®es the algebraic sum  observed for the-basins'® An example is shown in Figure 2
of the signs of the curvatures. for one of the cocrystallized water molecules in the crystal
The most common critical points ip(r) and p(r) have structure of GD. The threg-basins expand outside the molecule
R = 3. Nevertheless, in some special cases, points Rith3, and formally have infinite volume, in spite of the fact that this
known as degenerate critical points, can arise. While(in is not clear in Figure 2b. Indeed, the electron density distribu-
degenerate points only appear outside the equilibrium geometrytions of pseudo-isolated molecules that are parametrized with
and are associated to situations of structural instatfliiy,the multipolar models present artifacts far from the nuclear posi-
case ofp(r) they can appear in the ground state if the system tions, mainly associated to the extension of the radial functions
presents cylindrical or spherical symmetfAs this is not the in regions wherep(r) = 0 or where the contributions of
case of the experimental cases studied here, only nondegenerateeighboring molecules in the crystal can be significant, therefore
critical points will be considered. leading to an artificial border of the atomic basin. This problem
According to its signature, rank 3 critical points can be does not exist forp(r) as this is a long-range property that
classified as four types: (3;3), (3,—1), (3,+1), and (3;+3). decays much more slowly with the distance to the nuclei, thus

First and last types correspond to local maxima and minima, being still significant in regions whergr) falls within variance
respectively, while second and third types are saddle points. values. As seen in Figure 2a, tlkebasin of the oxygen is

Local maxima ofg(r) can only happen at nuclear positions, completely enclosed by a zero-flux surface, while the space
as these are the unique points where the sum of the curvaturesutside the molecule is filled by thg-basins of the hydrogens.
is not necessarily positivi:20If nuclei are treated as punctual  According to the Gauss theorem, the net charge in basins
particles, ¢(r) tends toward infinity at their positions, and completely surrounded by zero-flux surfaces must be zero. Thus,
therefore it must be noticed that curvatures are not defined atany ¢-basin with finite volume is neutral, and if the atom is
the local maxima. Accordingly, the condition of local maxima negatively charged, the excess of electron density falls outside
of ¢(r) at the atomic nuclei is not revealed by the Hessian matrix its ¢-basin, as shown for nitrogen atoms in a recent theoretical
of ¢(r) but by its behavior in the surroundings of the nuclear study of the electrostatic potential involving™\H hydrogen
positions. bonds3?

Local minima of¢(r) are related to local concentrations of In Figure 2, the electric field lines inside tlgebasins of the
the electron density, such as those observed in lone pairs or inhydrogen atoms end at the electrostatic potential minima in the
double and triple bonds. These local minima are often situated surface of the oxygep-basin. In the case of neutral molecules,
in the surroundings of the molecule, a feature not observed in the total flux of electric field that crosses a hypothetical surface
the case of(r). In general, they are associated to regions of containing all the charge of the molecule must be zero. This
negativeg(r), giving rise to an asymptotic behavior different surface is formally placed at infinity, and the flux is zero on all
from that ofp(r) as the distance to the molecule increases. Thus, its points. Another hypothetical surface, situated at a finite
while p(r) always tends asymptotically to zero from positive distance but enclosing all the critical points of the molecule,
values,¢(r) can go asymptotically to zero from positive or would present regions of positive flux (from the molecule) and
negative values. negative flux (to the molecule) of the electric field, correspond-
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(b) (b)

Figure 2. Experimental gradient lines of (g)r) and (b)p(r) calculated Figure 3. Experimental gradient lines of (g)(r) and (b)p(r) in the

in the plane of one of the cocrystallized water molecules in the crystal plane of the TCNQ anion of the BTDMTHTCNQ complex (Figure
structure of GD (Figure 1a). Red and black lines are used for the 1le). Gray, blue and black lines are used for the basins of the C-, N-,
basins of oxygen and hydrogen atoms, respectively. Ticks are set atand H-atoms, respectively. Green lines are used for the volume not
each 1 A, belonging to any nucleap-basin. Ticks are set at each 1 A.

ing to the asymptotic maxima and minima of the electric fi€ld.  (cations), independent of the local maxima or minima in the
This last surface should exhibit an almost zero net flux and surroundings of the molecule (see eq 5). Thus, the total flux of
therefore enclose a region with approximately zero net charge. electric field lines that cross all the surface elements enclosing
Thus, electric field lines starting at the nuclear positions cross the ion is negative (anions) or positive (cations), respectively.
the surface outward in regions of positive flux, then describe The negative flux in the case of anions implies the existence of
loops that cross it again inward in regions of negative flux, and electric field lines starting at infinity and ending at the local
end at the local minima of the molecule. The electric field lines minima of ¢(r) in the molecule. The space filled by these field
starting on the nuclei belonging to a neutral molecule fill all lines does not belong to argy-basin including a nucleus, thus
the space. Thus, the partition ¢gnbasins is complete, and the excluding a complete partition of the space in this kind of
zero net charge of the neutral molecule is obtained by addition ¢-basins for the anions, as seen in Figure 3 for the anionic
of the contributions of these electrostatic regions which are moiety of the charge-transfer complex BTDMTFFCNQ 22
formally limited by the zero-flux surface placed at infinity. In that case, while the-basins of nitrogen and hydrogen
In the case of ions, due to the net charge of the molecule, atoms expand outside the molecule and have infinite volume,
there is a single asymptotic maximum (anions) or minimum all the ¢-basins including a nucleus have finite volume. As
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(b)
Figure 4. Experimental gradient lines of (g)(r) and (b)p(r) in the
plane of the BTDMTTF cation of the BTDMTTFTCNQ complex
(Figure 1e). Gray and yellow colors are used for the basins of the C-
and S-atoms, respectively. Ticks are set at each 1 A.

expected for anion®, there is a zero-flux surface enclosing a

volume that contains all the nuclei and has zero net charge.

J. Phys. Chem. A, Vol. 111, No. 39, 2009863

being observed for the inner part of the cation (namely, the
tetrathiafulvalene TTF group), the-basins corresponding to

the outer thiodimethylene TDM groups fill the space surrounding
the molecule. As the finite TTE-basins present zero net charge,
the extended TDMp-basins must exhibit a positive net charge.
Thus, the electric field lines reveal the parts of the molecule
that are positively charged, as the atoms in these regions present
infinite p-basins.

3.3. Nucleophilic and Electrophilic Regionslin the analysis
of the electrostatic potential, on one hand negative values of
@(r) are associated to nucleophilic regions where an electrophilic
attack can be expected. On the other hand, the recognition of
electrophilic regions is not straightforward becaugg) is
positive everywhere but in the well-localized nucleophilic
regions, thus making it difficult to point to the most suitable
sites for nucleophilic attacks within the wide region of positive
(r).

This difficulty is avoided by mapping(r) on surfaces far
enough from the nuclei to contain almost all the molecular
electron density, as for example on van der Waals surfaces or
on isosurfaces op(r) with a small value of this molecular
property. Hence, the maxima and minima @fr) on these
surfaces show the position of electrophilic and nucleophilic sites,
respectively. The representation of the electric field on similar
enclosing surfaces has also been used for the same prpose,
showing relationships between the magnitude of the electric field
on the surface and the reactivity of the molecule.

The electric field lines complement the mappingedf) on
surfaces by revealing the trajectory of the field lines crossing
these surfaces. For example, in parts a and b of Figure 5, the
field lines and the electrostatic potential created by the
phosphoric acid moleciikare represented together with its van
der Waals envelope. The minima@{r) associated to the lone
pairs of the oxygens (Figure 5b) are placed at the positions
where the field lines converge (Figure 5a) very close to the van
der Waals surface. Figure 5a shows the electric field generated
around
two hydrogen atoms and two oxygen acceptors involved in
hydrogen bonds in the phosphoric acid crystal structure. The
corresponding electrophilic and nucleophilic sites are respec-
tively revealed by local maxima and minima ¢fr) on the
van der Waals surface.

On the same figure, apart from small regions belonging to
the g-basins of P and O3, the electric field lines outside the
van der Waals surface have their origin in one of the hydrogen
atoms. Thus, the space outside the molecule can be divided into
two regions, namely the-basins possessing the H-nuclei and
corresponding to the influence zones of both electrophilic
regions. Thus, a negative probe-charge outside the van der Waals
surface would be attracted toward one of the hydrogens,
depending on the-basin in which it is situated. An analogous
partition can be established by using the end point of the field
lines instead of their origin, thus dividing the space into two

Hence, the excess of electron density falls outside this surface,regions, corresponding to the influence zones of the two

in the region that does not belong to apybasin possessing a
nucleus.
In the case of cations, the electric field lines crossing the

nucleophilic regions associated to the oxygen lone pairs and
separated by a zero-flux surface passing through both H-nuclei
(Figure 6a).

surface (that contains all the positive and negative charges) This new partition, which is based on the local minima instead

outwardly start at nuclear positions, and a complete partition
of the space ip-basins possessing a nucleus is found. Contrary

of the local maxima, is rarely used in the topological analysis
of the electron density. However, it has been applied to the

to neutral molecules, electric field lines in the surrounding areas analysis of ionic crystal%}3°leading to the development of the
of cations do not describe loops to end at local minima, as shown concept ofprimary bundleswhich are defined as the volumes

in Figure 4 for the BTDMTTF moiety of the BTDMTT+
TCNQ complex. In spite of finiteo-basins that include a nucleus

filled by the set of all gradient lines starting and ending at the
same pair of maximum/minimum extrema. A detailed explana-
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(b) (b)
Figure 5. (a) Experimental gradient lines ¢f(r) and (b)¢(r) of the Figure 6. Experimental gradient lines @f(r) in the same plane as in
phosphoric acid molecule (Figure 1d). The plane is defined by the atoms Figure 5. The blue and red lines stand for the two (a) nucleophilic and
01, 02, and its hydrogen H(O2). In (a), orange, red, and black colors (b) electrophilic influence zones in the surroundings of the phosphoric
are for the basins of P-, O-, and H-atoms, respectively. Contours in (b) acid molecule.
are set at each 04A 1. Blue and red contours represent positive and
negative values, respectively. The green contour corresponds to the

zero value. In both diagrams, the van der Waals surface is representeq,glumes enclosed by these surfaces. In Figure 5 most of the
by a dashed contour. In (b), local maxima and minima on the van der o5 .o o tside the van der Waals surface is filled by four primary
Waals surface are marked with blue and red circles, respectively. Tlcksb dl hich b It tivel d into two | I
are set at each 1 A. Uﬂ' €S, wnich can e_q erna |v§y grouped Into O local
maxima or two local minima basins that correspond to two
electrophilic and nucleophilic influence zones, respectively.

tion of the fundamentals and the properties of primary bundles In the case of neutral molecules, all the electric field lines
can be found in refs 34 and 35. start and end on local extrema. Thus, any primary bundle
In the topology of the electrostatic potential, the partitions belongs to the influence zones of nucleophilic and electrophilic
in local maxima and local minima can be combined by sites at the same time. A positive probe-charge inside this bundle
supposing that both kinds of influence zones are composed ofis pushed away from the electrophilic site and directed toward
one or more primary bundles. As bundles are delimited by zero- the nucleophilic one, and the reverse for a negatively charged
flux surfaces, their grouping to form nucleophilic (Figure 6a) probe. It must be noticed that, as the electric field lines of the
or electrophilic (Figure 6b) influence zones gives always bundle are generated by the charge distribution of the whole
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Figure 7. Experimental gradient lines ¢f(r) in the plane perpendicular

to the BTDMTTF cation of Figure 4, containing both carbon atoms of
the TDM group. Gray and black colors are used for the basins of C
and H, respectively. Ticks are set at each 1 A.

Figure 8. Experimental gradient lines @f(r) in the surroundings of
molecule, it is the interaction of the charge with the molecular the carboxyl group belonging to the histidinium cation of the LHP

charge distribution that pushes the former toward a particular (Figure 1c). The plane is defined by C1 and two hydrogens, one bonded
reactivity site at one of the borders of the bundle to N1 and the other to C2. Red, blue, gray, and black lines stand for

. . . basins of O-, N-, C-, and H-atoms, respectively. Ticks are set at each
In the case of ions, there are primary bundles with only one | & P y

extreme on the molecule. These bundles belong tgthasins
with infinite volume in cations, or they fill the external region
outside the molecule in anions. Thus, while for the TCNQ anion
(Figure 3) the surroundings of the molecule are divided in four
influence zones corresponding to the four nucleophilic sites of
the CN groups, for the BTDMTTF cation (Figure 4) the
influence zones of the electrophilic sites in the TDM groups
expand outward the molecule. Figure 4 suggests that the carbons |
in the TDM present a large-basin that would surround the
TTF group. However, the representation of the field in the plane
perpendicular to the molecule (Figure 7) shows thaythmasins
associated to these atoms are contracted along this plane, the
@-basins of the hydrogens bonded to the carbon atoms filling
most of the volume around the molecule.

Anions and cations can also respectively present electrophilic
and nucleophilic functional groups on their surfaces. The
influence zones of these groups are limited in the space, as the
monopolar moment of the ion must prevail at long distances.
Thus, the electric field around the electrophilic carboxyl group
in the cation of the LHP crystal structdPg(Figure 8) clearly
shows the influence zone of this functional group limited by a
zero-flux surface. In the plane, this zone is formed by two
primary bundles starting at two hydrogen atoms and ending at Figure 9. Experimental gradient lines of(r) generated by the
the potential minima close to the oxygen atoms. Outside the phosphate_ anion of the LHP (Figure 1c). The plane corres_ponds to O11,
influence zone, the field lines bypass the carboxyl group, while ©13: and its hydrogen H(O13). Orange, red, and black lines stand for
S - = basins of P-, O-, and H-atoms, respectively. Ticks are set at each 1 A.
inside they converge on the local minima. A positive probe-
charge located inside the volume delimited by the zero-flux aspartic acid. At long-range distances, the field lines start in
surface will be attracted toward the functional group of the the amino group that is situated on one side of the molecule
molecule, whereas if it is standing outside, it will be repelled. (right side in Figure 10a) and end on the local minima associated

Another example is given in Figure 9, where the field lines to the lone pairs of the oxygen atoms in both carboxyl groups,
around the phosphate group in LHP are represented. In contrasbne deprotonated and the other not, on the other side of the
with the phosphoric acid molecule shown in Figure 5, the molecule (left side in Figure 10a). However, while most of the
@-basin associated to the hydrogen atom that is involved in a outer lines have their extrema on the aforementioned groups,
hydrogen bond interaction in the LHP crystal structure is finite at closer distances there are gradient lines ending on other parts
and surrounded by a zero-flux surface. A negatively charged of the molecule. In most cases, these are hydrogen atoms
probe outside thig-basin is repelled by the negative charge of belonging to the inner molecular chain that exhibit finite
the anion, while inside it is attracted toward the hydrogen. @-basins completely surrounded by thdasins of the H-nuclei

Neutral molecules can also present functional groups with of the amino group. In addition, we also find the oxygen atom
finite influence zones, as shown in Figure 10 for the glycyl- belonging to the peptide bond (O1 in Figure 10b), which
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(b)

Figure 10. Experimental gradient lines g¢f(r) generated by the glycyl-

Mata et al.

and ending at the local extrema, while the zero-flux surfaces
delimiting these influence zones are formed by the electric field

lines starting and ending at the saddle points. Thus, every zero-
flux surface has an associated saddle point, its signature
depending on the type of influence zone delimited by the

surface.

Some critical points of(r) have an equivalent op(r). The
most evident case corresponds to the<3) critical point, i.e.,

a point where the scalar function exhibits a local maximum in
two directions and a local minimum in the perpendicular
direction. This topological point is associated to an interatomic
surface delimiting an atomic basin in the case@f, and to a
zero-flux surface ofp(r) delimiting a ¢-basin that, as within
the p-basin, also includes a nucleus. In both cases, the surface
is defined by all the field lines starting at the (3,1) critical
point, whereas in the perpendicular direction two gradient lines
come from the nuclei that are separated by the interatomic
surface end at this point. Fqi(r), these two gradient lines
connecting the nuclei form the bond path that according to the
AIM theory is present whenever a bonding interaction between
two atoms is exhibite@ There is no correspondence between
the bond path and the gradient lines connecting the nuclei in
the@(r) topology, as (3;-1) points in the latter can be observed
between pairs of atoms that do not present a bond path. Thus,
in Figure 11, where botp(r) andeg(r) gradients are shown for
the guanidinium group of the-arginine cation in the LAP
crystal structure, (3,—1) critical points of ¢(r), without
equivalents om(r), are observed between hydrogen atoms that
are connected by electric field lines. Accordingly, whereas
@(r) (3, —1) points can be helpful to find the limits of the
electrophilic influence zones, they are not definitively indicative
of the existence of a bond path and the concomitant bonding
interaction.

For p(r), (3, +1) critical points (which correspond to local
minima along two directions and to a local maximum along
the perpendicular third direction) are associated to atomic rings.
The surface associated to a critical point of this type, known as
the ring surface, is formed by all of the field lines starting at
the nuclei of the ring and ending at the critical point, which is
also the starting point of two field lines that end either at a
local minimum of p(r) or go to infinity. As noticed in the
topological analysis o#(r) in ionic crystals3* ring surfaces and
(3, +1) critical points play the same role for the local minima
as interatomic surfaces and (31) points for the nuclei. Applied
to ¢(r), that means that (3t1) points are associated to zero-
flux surfaces limiting the nucleophilic influence zone in the same
way that (3, —1) points appear on the surfaces between

aspartic acid (Figure 1a) in the planes defined by (a) 022, 02d1, and electrophilic influence zones.

one H-atom bonded to N1, and (b) N1, C2, and O1. Red, blue, gray,

In Figure 12a the electric field is represented for the phosphate

and black lines stand for basins of O-, N-, C-, and H-atoms, respectively. anion of LAP. The electrostatic potential around each of the
In (b), both green lines are close to the border of the influence zone of oxygen atoms that is double bonded to the phosphorus atom

the local minimum of the oxygen atom belonging to the peptide group.
One of the lines is inside this influence zone, while the other is outside.
Ticks are set at each 1 A.

presents a local minimum with a finite influence zone. Thus,
in Figure 10b, two primary bundles starting in two hydrogen
nuclei contribute to the influence zone of this minimum. Outside
the zero-flux surface delimiting this influence zone, field lines
go from the amino to the carboxyl groups.

3.4. Interpretation of the Electrostatic Potential Critical
Points. The relationship between zero-flux surfaces and critical
points has been explored in detail fofr), and the results of
this analysis can be easily applied¢¢r). In the electrostatic
potential, electrophilic and nucleophilic influence zones cor-
respond to the volumes filled by the electric field lines starting

presents two local minima, corresponding to two lone pairs, as
seen in thep(r) map of Figure 12b. Thus, a total of four local
minima are observed on the border of thebasins that are
limited by the g-surfaces enclosing the nuclei of the double-
bonded oxygen atoms. Each of these minima is therefore
associated to a nucleophilic influence zone, which is separated
from the adjacent ones by zero-flux surfaces that are orthogonal
to the p-surfaces enclosing the nuclei (Figure 12a).

In this way, saddle points are observed on the intersections
of these orthogonal surfaces with the borders of ¢ghleasins
that are associated to the atomic regions. The type of saddle
point can be deduced by representip@), or its gradient, on
a plane nearly tangential to the border of thebasin. For
example, in Figure 13ap(r) is represented on a plane near the
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(b) (b)
Figure 11. Experimental gradient lines of (g)r) and (b)p(r) in the Figure 12. (a) Experimental gradient lines of(r) generated by the
plane of the guanidinium group of thearginine cation in the crystal phosphate anion in the crystal structure of LAP (Figure 1b). The plane
structure of LAP (Figure 1b). (3;-1) critical points are indicated by is defined by O1, O2, and the H-atom bonded to O4+3), (3, —1),
red circles. Blue, gray, and black lines stand for basins of N-, C-, and and (3,+1) critical points are indicated by black red, and blue circles,
H-atoms, respectively. Ticks are set at each 1 A. respectively. (b) Experimental(r) in the plane perpendicular to the

surface enclosing the-basin associted o the phosphorus £, O 690G Cranng e O% sl Contours e defned as s e

nucleus and close to the-surfaces associated to the nuclei of ;.4 set at each 1 A.

the double bonded oxygens. This figure reveals that the critical

point on the surface of the P-nucleus basin is of43) type, points in the partition carried out with local minima are

as this point is a maximum along the line joining two local analogous to (3;+1) critical points in the corresponding one

minima and a minimum on the perpendicular directions. On with local maxima at nuclear basins. Thygr) (3, —1) critical

the other side, a similar plane calculated at the critical point on points are associated to zero-flux surfaces that are, at the same

the g-surface of the hydrogen nucleus basin reveals its topologi- time, the border of nuclear basins and surfaces formed by a

cal (3, —1) character, as this point appears as a maximum on ring of local minima.

the plane (Figure 13b) because it exhibits as a local minimum It has been seen in the previous section that ¢hHeasin

only along the direction perpendicular to the border of the corresponding to the hydrogen nucleus on the anion of Figure

@-basin. 12 determines the influence zone of the electrophilic site
According to the topological symmetry previously observed represented by this nucleus. As thiasin belongs to an anion,

among local maxima and local minima partitions,<3,) critical its influence zone must be finite. Thus, in order to interact with
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(b)
o Figure 14. Experimentalp(r) along the lines containing (a) the nucleus
™~ \ 1 of the hydrogen atom bonded to O13 in the phosphate anion of LHP
/ | and the (3,-1) critical point, and (b) the nucleus of the oxygen atom
\ 05 belonging to theL-arginine cation of LAP and its associated
J (3, +1) critical point. Both (3,—1) and (3,+1) critical points delimit
yd the influence zones of these atoms. Ticks on the abscissas correspond
T~ to the distance from the nucleus. Vertical lines show the limit of the
\ N influence zones.

charge would be smaller. Thus, this field line shows the most
favorable way for a nucleophilic attack on the electrophilic site
of the anion.
\ The representation of the electrostatic potential along the line
" ] starting at the hydrogen nucleus and passing through the
(3, —1) point in the phosphate anion of the LHP (Figure 14a)
reveals the different qualitative behavior of the electric field at
both sides of the zero-flux surface, pointing outward from this
/ surface in the direction of increasing potential in both regions.
It has been shown that, in the case of interanionic hydrogen
bonds, the electrostatic interaction in the bonding region can

(b) be attractive in spite of the negative charge of the interacting
o a7 . . -
Figure 13. Experimentalp(r) on the plane nearly containing the saddle _entltles, a result that agrees with the existence O.f a finite
critical point and approximately tangent to the surface of¢tHeasin influence zone around the hydrogen atom. Indeed, in the case

that corresponds to (a) the phosphorus region and (b) the hydrogenof LHP, a very short hydrogen bond between phosphates is
region represented in Figure 12. Planes are approximatively tangentobserved ¢(H---O) = 1.505(5) A, according to the neutron
tOAthle border (Of) }hefp-bg;lg- So(l)ldz 630ntdOl(Jtr§ fafe Soet2 ;lt eaghloo-OS diffraction datd%. This distance is shorter than that observed
e/\™, ranging (a) from-0.50 t0—0.20 an rom-0.25 to—0. from the hydrogen nucleus to the (31) point in Figure 14a
-1

e A The dashed contour represents the value<@§57 and (b) (1 g>7 A) ‘indicating that the potential minimum that is close
—0.07e A1, Ticks are set at each 1 A. . : . :

to the oxygen acceptor and is associated to its lone pair falls
the electrophilic site, a negative charge coming from outside inside the influence zone of the hydrogen atom, as expected if
the molecule must cross the border of this region, meaning thatthe electrostatic interaction is attractive.

it must overcome a potential barrier given by the value @) An analogous situation is observed in the case of nucleophilic
at the point of the surface where the charge enters the influencegroups that, belonging to cations, exhibit a finite influence zone
zone. The lowest potential barrier is observed at the<B) and are therefore enclosed by zero-flux surfaces associated to

critical point, as it corresponds to the less negative value of (3, +1) critical points, as for the carboxyl groups in Figures 8
@(r) on the surface of the influence zone. Moreover, the field and 15. In Figure 15, the position of the critical point on the
line that comes from outside the molecule and ends at the ¢-surface, corresponding to the border of the carboxyl influence
(3, —1) point would be the less unfavorable trajectory for a zone, is shown together with @(r) map calculated on the
negative charge approaching the anion, as it is along this field environment of this point and tangent to thesurface. The latter
line that the repulsive force exerted on the approaching negativemap indicates that the potential is a minimum at this point of
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(b)
Figure 15. (a) Experimentalp(r) gradient lines in the surroundings
of the carboxyl group of the-arginine cation in the crystal structure
of LAP (Figure 1b). The plane is defined by O5, O6, and N1. The (3,
+1) point observed on the surface of the carboxyl influence zone is
identified by a blue circle. (b) Experimentagl(r) on a plane nearly
tangent to the surface of this influence zone and close to th¢ 1B,
critical point. Solid contours are set at each 06041, ranging from
0.05 to 0.0%2 A~L. The pointed contour is at 0.041A . Both O-atoms
marked in the map ar7 A below the plane. Ticks are set at each 1 A.

the zero-flux surface, therefore leading to its topologicat{B)

J. Phys. Chem. A, Vol. 111, No. 39, 2009869

group, and the field line starting at the (81) point and going
outside the molecule shows the less unfavorable trajectory for
an electrophilic attack on the nucleophilic group. In Figure 15,
the distances from the oxygen nuclei to the+(3) critical point

are 7.389 and 7.835 A, whereas in Figure 8 they are 7.037 and
7.739 A, respectively. The similar electric field lingssurfaces,

and (3,+1) critical point positions observed in Figures 8 and
15 indicate the electrostatic analogy that this functional group
develops in the different molecular environments represented
by the singly charged cationsargininium and.-histidinium.

As in the case of the anions, the electrostatic potential along
the line containing one of the oxygen nuclei and the+{3)
critical point shows the change of the electric field direction
when comparing at both sides of the zero-flux surface (Figure
14b). Hence, a hydrogen bond involving two cations (one cation
including a carboxyl group, as observed in the LAP crystal
structure) would present an attractive electrostatic interaction,
in spite of the positive charge of both molecules. It must be
noticed that the influence zone of the carboxyl moiety is much
larger than the region with negative potential associated to the
oxygen lone pairs, which extends only 2.7 A away from the
oxygen nuclei.

4. Conclusions

While most of the critical points of the electron density
distribution have their counterpart on the electrostatic potential
topology, this last scalar field can present local minima outside
the molecule that are associated to local accumulations of
electrons, a feature not observed in the topology(pf. These
minima give rise to a rich topology outside the molecule,
involving additional saddle points and a more complex asymp-
totic behavior for the electrostatic potential than for the electron
density.

The graphic representation of the electric field lines allows
the localization of thep(r) zero-flux surfaces. In addition, it
also shows the relation of this gradient vector field and the
@-surfaces with the critical points, which is helpful in the
interpretation of the complex topology shown &yr) outside
the molecule. This analysis permits undertaking a partition of
the space in primary bundles, which are volumes filled by
electric field lines that have the same starting and ending points.
The partition ing-basins possessing the nuclei (nucleaba-
sins) can be recovered by grouping the bundles with the same
origin. Alternatively, a different partition of the same space can
be defined by grouping the bundles with the same end. Both
partitions are only complete (i.e., they completely fill the space)
in the case of neutral molecules, the partitions being incomplete
in nuclearg-basins for the anions and in local minima for the
cations.

In order to provide an interpretation for each partition, the
local maxima (i.e., the nuclear positions) and the local minima
are assimilated to electrophilic and nucleophilic sites, respec-
tively, with the corresponding basins indicating their influence
zones. Thus, each primary bundle is the intersection of one
nucleophilic influence zone and one electrophilic influence zone.

critical point character. The zero-flux surface associated to the As a result of its electrostatic interaction with the whole

(3, +1) point can be considered (in addition to the border of
the influence zone) as the equivalenti(r) to the ring surface
on the topology ofp(r). Hence, thep-ring surface is formed
by the field lines generated by the nuclei that are lying on this
surface. In analogy to the cases of electrophilic sites with limited
influence zones, the critical point on the border of the influence

molecule, a probe-charge inside a primary bundle would be
directed toward one of the extremes of this bundle, depending
on its positively or negatively charged nature.

The primary bundles are delimited by zero-flux surfaces
containing saddle points. The borders of the electrophilic
influence zones contain (3;1) critical points, while in the

zone of a nucleophilic site corresponds here to the lowest borders of the nucleophilic influence zones {31) points are
potential barrier for a positive charge approaching a nucleophilic observed. These points correspond, respectively, to a maximum
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and to a minimum ofp(r) on the surface. Accordingly, they (11) Balanarayan, P.; Gadre, S. R.Chem. Phys2003 119, 5037~
| 5043.

It?dl(?ateb t?e most f_avo_rabrl1e pc]:;nt to Overcomedthhe pcf)tentlﬁ (12) Tsirelson, V. G.; Avilov, A. S.; Kulygin, A. K.; Stahn, J.; Pietsch,
arrler erfore enterlng |.n.t e infiuence ZO@E, and t| gre ore t eu_; Spence, J. C. HJ. Phys. Chem. B001, 105, 5068-5074.

point where a nucleophilic or an electrophilic attack is respec-  (13) Bouhmaida, N.; Dutheil, M.; Ghermani, N. E.; BeckerJPChem.
tively more favorable. This is of particular interest in determin- Phys.2002 116, 6196-6204.

i i il ilic si (14) Pathak, R. K.; Gadre, S. B. Chem. Phys199Q 93, 1770-1773.
ing which of th.e nucleophilic or electrophll!c s!tes_, of the (15) Gadre, S. R.- Shrivastava, . BL Chem. Phys1091, 94, 4384
molecule are active at long range, as saddle points indicate whereg3gq-

the borders of the influence zones of these sites are and, (16) Stewart, R. FChem. Phys. Lett1979 65, 335-342.
consequently, if the influence zone of a given reactive site  (17) Coppens, PX-Ray Charge Densities and Chemical Bonding

extends without limit outside the molecule. On one hand. in International Union of Crystallography; Oxford; Oxford University Press:
' ’ New York, 1997.

the case of hydrogen bonds between either cations or anions it " (1g) pichon-Pesme, V.; Lachekar, H.; Souhassou, M.; Lecomici@.
is clearly shown from the position of the zero-flux surfaces that Crystallogr., Sect. 200Q 56, 728-737. _ _
the electrostatic interaction is attractive in the bonding region,  (19) Espinosa, E.; Lecomte, C.; Molins, E.; Veintemillas, S.; Cousson,

. . - . A.; Paulus, W.Acta Crystallogr., Sect. B996 52, 519-534.
in spite the overall electrostatic repulsion. On the other hand, (20) Mata, |.: Espinosa, E.: Molins, E.: Veintemillas, S.: Maniukiewicz,

to predict the strength of the electrostatic interaction it is w.; Lecomte, C.; Cousson, A.: Paulus, Wtta Crystallogr., Sect. 2006
necessary to determine the modulus of the electric field, which 62, 365-378.

i i i i i i 21) Souhassou, M.; Espinosa, E.; Lecomte, C.; Blessing, RAdth
is not given by only the representation of the gradient field lines. Cr}sstg“og“ Sect HL995 51? Bl 668, 9
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